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a b s t r a c t 

Investigations of the variability, structure and energetics of the m = 1 −3 traveling waves in the northern 

hemisphere of Mars are conducted with the MarsWRF general circulation model. Using a simple, annually 

repeatable dust scenario, the model reproduces many general characteristics of the observed traveling 

waves. The simulated m = 1 and m = 3 traveling waves show large differences in terms of their structures 

and energetics. For each representative wave mode, the geopotential signature maximizes at a higher 

altitude than the temperature signature, and the wave energetics suggests a mixed baroclinic-barotropic 

nature. There is a large contrast in wave energetics between the near-surface and higher altitudes, as 

well as between the lower latitudes and higher latitudes at high altitudes. Both barotropic and baroclinic 

conversions can act as either sources or sinks of eddy kinetic energy. Band-pass filtered transient eddies 

exhibit strong zonal variations in eddy kinetic energy and various energy transfer terms. Transient eddies 

are mainly interacting with the time mean flow. However, there appear to be non-negligible wave-wave 

interactions associated with wave mode transitions. These interactions include those between traveling 

waves and thermal tides and those among traveling waves. 

© 2016 Elsevier Inc. All rights reserved. 
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. Introduction 

Traveling waves are common in the martian atmosphere. They

re associated with substantial eddy momentum and heat fluxes,

nd are closely related to the martian dust cycle ( Barnes, 1980,

981; Barnes et al., 1993; Wilson et al., 2002; Wang et al., 2003,

013; Banfield et al., 2004; Hinson and Wang, 2010 ). Traveling

ave behavior can be characterized by using a handful of repre-

entative wave modes with well-defined zonal wavenumbers and

ave periods. The dominant wave mode often changes rapidly

ith time – a phenomenon called “wave mode transition” ( Collins

t al., 1996 ). Analysis of the Mars Global Surveyor (MGS) Thermal

mission Spectrometer (TES) temperature data showed that wave

ode transitions near the surface were common among zonal

avenumbers m = 1, 2 and 3 traveling waves ( Banfield et al., 2004 ).

he m = 3 traveling waves in the northern hemisphere show a

ositive correlation with the occurrences of frontal/flushing dust

torms ( Wang et al., 2003, 2005; Wang, 2007; Hinson and Wang,

010; Hinson et al., 2012; Wang et al., 2013 ). Therefore, wave mode
∗ Corresponding author. Tel.: +16174 96226 8. 

E-mail address: hwang@cfa.harvard.edu (H. Wang). 
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ransitions into and out of the m = 3 traveling waves are directly

elevant to the martian dust cycle. 

Wang et al. (2013) examined the strength, seasonality and dy-

amics of the zonal wavenumber m = 3 traveling waves simulated

y the MarsWRF General Circulation Model (GCM). That study fo-

used on the multi-year mean behavior. This paper builds on that

ork by analyzing the variability, with an emphasis on wave mode

ransitions, especially those involving the m = 3 traveling waves. In

his context, the structures and energy conversions of the m = 1–

 traveling waves are examined. We are not studying waves with

igher zonal wavenumbers, as Banfield et al. (2004) did not find

hem to be particularly strong in the MGS TES observations. We

re interested in short wave period (P ≤ 15 sols or so) traveling

aves in the northern hemisphere since these are the waves most

losely related to frontal/flushing dust storms (e.g., Hinson et al.,

012 ). 

In Section 2 , we briefly anal yze the variability of traveling

aves in a data assimilation product – the Mars Analysis Correc-

ion Data Assimilation (MACDA). This provides a base for assessing

he variability simulated in our model. In Section 3 , we introduce

he MarsWRF model used in the rest of this paper. In Section 4 , we

resent the simulated variability and make qualitative comparisons

ith the MACDA results. In Section 5 , we investigate the structures

http://dx.doi.org/10.1016/j.icarus.2016.02.005
http://www.ScienceDirect.com
http://www.elsevier.com/locate/icarus
http://crossmark.crossref.org/dialog/?doi=10.1016/j.icarus.2016.02.005&domain=pdf
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Fig. 1. The maximum amplitude of the northern hemisphere zonal wavenumber m = 1 (solid line with dots), m = 2 (dotted line with triangles) and m = 3 (dashed line with 

squares) eastward traveling waves derived from the MACDA temperature data (in K) as a function of L s for Mars Year (MY) 24 (top row), 25 (middle row) and 26 (bottom 

row), respectively. The left column is for σ ∼ 0.9 (h ∼ 1 km) and the right column is for σ ∼ 0.04 (h ∼ 35 km). The colors of the symbols indicate the wave periods (sol) of 

the corresponding wave modes. For clarity, all points for each zonal wavenumber are connected by a line, but symbols are over-plotted every 4th point. 
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of representative wave modes that are commonly involved in wave

mode transitions. The focus on individual wave modes is different

than that of Barnes et al. (1993) and Kavulich et al. (2013) , which

was on the ensemble of transient eddies in their models. In

Section 6 , we examine the energetics of simulated traveling waves,

focusing on the baroclinic, barotropic, and non-linear wave-wave

interaction terms. In Section 7 , we summarize our main results. 

2. Analysis of a data assimilation product 

We investigate wave mode transitions by extracting traveling

waves from the MACDA v1.0 database ( Montabone et al., 2014 ).

This database is based on an assimilation of the MGS TES ob-

servations into the UK-LMD Mars GCM. It has a 5 ° latitude ×5 °
longitude resolution and 25 terrain-following σ levels (where

σ = p/p s , p is atmospheric pressure and p s is surface pressure). We

perform a space-time Fourier spectral analysis using a running 15-

sol window at 1-sol interval for each model latitude and σ level.

Both the mean and the linear trend for each running window are

removed before spectral analysis. Since we are interested in the

short period traveling waves, we select a 15-sol window to filter

out waves with longer wave periods. Our subsequent analyses go

through the following steps. First, for each σ level, latitude, and

zonal wavenumber, we search the wave period (P) space within
he 1.6 < P ≤ 15 sols range to find the wave mode with the largest

mplitude. We will refer to the corresponding wave mode as the

ominant wave mode. Then, for each σ level and zonal wavenum-

er, we find the maximum amplitude over all latitudes within the

 °–90 °N range. This amplitude and its associated wave period are

lotted in Fig. 1 for the m = 1, 2 and 3 eastward traveling waves

n the temperature field at MACDA’s σ ∼0.90 (h ∼ 1 km, assuming

 10.8 km scale height) and σ ∼0.040 (h ∼ 35 km) vertical levels

or Mars Year 24–26. 

The left column of Fig. 1 shows that the low altitudes ( σ ∼
.90) in the northern hemisphere exhibit strong traveling waves

rom the fall to the spring before and after the northern winter

olstice. During these seasons, there are apparent wave mode tran-

itions among the m = 1 (P ∼ 7.5 sols), m = 2 (P ∼ 3–4 sols) and

 = 3 (P ∼ 2–3 sols) waves. As an example, Fig. 1 shows a tran-

ition from an m = 2 to m = 1 to m = 3 and to m = 2 during the

re-solstice time period ( L s 180 °–240 °) of Mars Year 24. Hinson et

l. (2012) found that the transitions into and out of the m = 3 trav-

ling waves influenced the occurrence of flushing dust storms and

hat the intermittence of the m = 3 waves played an important role

n the annual dust cycle on Mars. 

The right column of Fig. 1 shows that the m = 1 traveling

aves are usually much stronger than the others at high altitudes

 σ ∼ 0.040) during L s = 180 °–360 °. The wave periods of the m = 1
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aves switch among P = 3.75 sols, 7.5 sols, and 15 sols. This be-

avior is quite different from that of the low altitudes. Lewis et al.

2016) also noticed a contrast between the lower and higher at-

osphere in a study of the same MACDA data set. In an analysis

f the MGS TES temperature data, Wilson et al. (2002) reported a

apid wave mode transition from a slow (P ∼ 20 sols) to a fast (P ∼
–7 sol) m = 1 eastward traveling wave in the middle atmosphere

n MY 24. 

A part of the variability shown in Fig. 1 is due to the internal

ynamics of the martian atmosphere, and the other part is due

o the inter-annual variability of dust distribution ( Wilson et al.,

002; Banfield et al., 2004; Lewis et al., 2016 ). For example, Wilson

t al. (2002) showed that the wave periods of the dominant trav-

ling waves changed during the course of a decaying dust storm.

s can be seen from the L s versus latitude distributions of dust

ptical depth in Smith (2004) and Montabone et al. (2015) , major

hemispheric or global scale) dust storms occurred during different

 s periods in each Mars year. While the influence of major dust

torms on traveling waves is an important part in understanding

he variability of traveling waves, the inter-annual variability of

hese dust storms makes traveling waves more complicated to

tudy in multi-annual simulations. Instead, it is useful to study

raveling waves under an annually repeatable dust scenario, as

his eliminates the variability in wave behavior due to changes in

he underlying dust distribution. In Sections 4–6 , we present the

esults from multi-year outputs of a MarsWRF simulation which

sed an annually repeatable dust distribution. 

. Model 

The MarsWRF model used in this paper ( Richardson et al.,

007; Toigo et al. 2012 ) is the same as that described in Wang

t al. (2013) . It has a 5 ° latitude ×5 ° longitude horizontal resolu-

ion and 40 terrain-following vertical η levels between the surface

nd an upper boundary at about 5.7 mPa ( η = ( p-p t )/( p s -p t ), where

 is the hydrostatic pressure, p s is the surface pressure, and p t is

he pressures at the model top, see Laprise, 1992 ). Since our cho-

en value for p t is about 5 orders of magnitude smaller than p s ,

is essentially equivalent to the standard pressure-based verti-

al coordinate, σ ( = p / p s ). The model physics parameterizations in-

lude radiative transfer for CO 2 and dust, CO 2 surface condensation

nd sublimation, surface layer, and planetary boundary layer, but

n these simulations there is no explicit modeling of cloud micro-

hysics ( Wang et al., 2013 ). The model employs a yearly repeatable

ust distribution that is modified from the Mars Climate Database

MCD) “MGS dust scenario” ( Montmessin et al., 2004 ). 

We use a modified MCD “MGS dust scenario” since Wang et

l. (2013) found that the MarsWRF simulation using the standard

MGS dust scenario” produced much weaker m = 3 traveling waves

n the northern hemisphere when compared to observations. Cap-

uring a better representation of the m = 3 traveling waves is im-

ortant as these waves play an important role in the near-surface

ariability of temperature and winds and are closely related to

ushing dust storms which are frequently involved in major dust

torm development ( Wang et al., 20 03, 20 05, 2013; Hinson and

ang, 2010; Hinson et al., 2012 ). Kavulich et al. (2013) noted that

he GFDL Mars GCM with the Mars Year 24–25 dust distribution

lso underrepresented the m = 3 traveling waves in the northern

emisphere though some earlier models did not exhibit this be-

avior ( Wang et al., 2003; Basu et al., 2006 ). 

One way to enhance the strength of the northern hemisphere

 = 3 traveling waves over that of the standard “MGS dust sce-

ario” in our model is through the introduction of additional dust

n the vicinity of the north polar cap ( Wang et al., 2013 ). Image

bservations showed frequent dust storms at the polar cap edge

 Cantor et al., 2001; Wang et al., 2005; Wang, 2007 ), which serves
s a motivation for prescribing additional dust there. In this pa-

er, we include additional dust between 45 °N and 75 °N during L s 
80 °–360 °, and label this simulation as “Simulation A”. The col-

mn opacity ( τ ) of the additional dust (beyond that prescribed in

he “MGS dust scenario”) at the 7 mb reference level as a function

f latitude ( ϕ) follows a half-cosine curve that peaks at 60 °N: 

( ϕ ) = 2 · cos 

(
ϕ − 60 

◦

30 

◦ π
)
, 45 

◦ < ϕ < 75 

◦. (1)

The additional dust is zonally uniform at the 7 mb reference

evel and scales with surface pressure. The vertical dust distribu-

ion follows the same prescription as that in the standard “MGS

ust scenario”. The distribution of dust in “Simulation A” is sim-

lified and does not include any major dust storms. However,

t improves the results for traveling waves, especially for zonal

avenumber m = 3 ( Wang et al., 2013 ). In this paper, the model

uns for 10 Mars years and outputs every 2 “hours” (i.e., 1/12 of a

ol). The output from the last 9 years is used for our analyses. 

It should be noted that polar hood clouds were also found to

ubstantially increase the strength of transient eddies in GCMs

 Mulholland et al., 2016 ). While most dust storms at northern high

atitudes are concentrated near the edge of the polar cap ( Cantor

t al., 2001 ), polar hood clouds extend to the pole ( Benson et al.,

011 ). To be more consistent with the position of the cap edge dust

torms, the additional dust has been prescribed between 45 °N and

5 °N in this paper. Spacecraft images have shown that dust storms

ften co-exist with clouds in the polar region ( Wang and Ingersoll,

002 ). Thus, our prescription of extra dust in this region may also

ct as a proxy for the effect of polar clouds. Due to the cold sur-

ace near the winter polar vortex edge and the low height of cap

dge dust storms ( Määttänen et al., 2013 ), the dust optical depths

erived from MGS TES and Mars Reconnaissance Orbiter (MRO)

ars Climate Sounder (MCS) data may underestimate the extent

nd amplitude of dust in the winter polar region. In our idealized

xperiment, we may be serendipitously including an effect of the

ombination of both aerosols, but without more detailed observa-

ions, it is difficult to estimate a contribution from each. Our goal,

owever, remains to analyze the structures and dynamics of trav-

ling waves simulated by MarsWRF and not to exactly reproduce

he observed aerosol distribution. 

. Variability 

Wang et al. (2013) performed a space–time Fourier analysis us-

ng a 10-sol running analysis window (evaluated every 5 sols) to

xtract the amplitudes and phases of various waves for each lat-

tude and vertical level. In that paper, the wave amplitudes for

ach zonal wavenumber (at each latitude) were first averaged in

he wave frequency space corresponding to the 1.4 ≤ P ≤ 10 sols

ave period range. Then, these amplitudes (at each wavenumber

nd latitude) were binned in solar longitude with a 5 ° bin (span-

ing 360 °×9 years of time). Finally, all bins with a solar longitude

f the same time of year were averaged across 9 simulation years

o produce a multi-annual, multi-frequency average for each zonal

avenumber and latitude at every 5 ° of solar longitude. In the left

olumn of Fig. 2 , we follow this method to examine the average

mplitude of the 1.6 ≤ P ≤ 10 sols traveling waves of “Simulation

”. To maintain consistency amongst all analysis in this paper, we

ave used a lower cutoff of 1.6 sols; however, our conclusions are

nsensitive to the choice between 1.4 sols and 1.6 sols for the lower

utoff. 

Since the width of the spectral peak of the m = 3 traveling

aves as a function of frequency is narrow (f = 1/P, ∼ 1/3 sol −1 –

/2 sol −1 ), an average taken over a 1/10 sol −1 ≤ f ≤ 1/1.6 sol −1 

ange will be smaller than an average taken over, for example,

 1/3.3 sol −1 ≤ f ≤ 1/1.6 sol −1 range. Additionally, since the



210 H. Wang, A.D. Toigo / Icarus 271 (2016) 207–221 

Fig. 2. The L s versus latitude distributions of the average (left column) and maximum (right column) amplitudes of the zonal wavenumber m = 1 (top), m = 2 (middle) and 

m = 3 (bottom) eastward traveling waves in the temperature field (in K) at η ∼ 0.69 (h ∼ 4 km) of “Simulation A”. 
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seasonal time period when the m = 3 waves are most active is

inter-annually variable ( Fig. 1 ), if a strong m = 3 wave occurred

in a particular L s bin only once during 9 years, the time average

would de-emphasize that period of activity. 

To account for the possible bias introduced by spectral and tem-

poral averaging, we also analyze the maximum amplitude of the

1.6 ≤ P ≤ 10 sols traveling waves in the right column of Fig. 2 . For

each zonal wavenumber and latitude, the peak amplitude is first

found in the wave frequency space corresponding to the 1.6 ≤ P ≤
10 sols wave period range. Then, in a procedure similar to the aver-

aging method described above, those peak amplitudes are binned

by solar longitude in 5 ° L s bins. Finally, the maximum of each solar

longitude bin is recorded. 

Fig. 2 shows both the average (left column) and the maximum

(right column) amplitudes for “Simulation A” as derived from the

procedures above. The three rows correspond to zonal wavenum-

ber m = 1, 2 and 3 eastward traveling waves, respectively. For ease

of comparison with Wang et al. (2013) , results are shown for

the temperature field at η ∼ 0.69 ( ∼4 km high). In agreement

with the observations ( Lewis et al., 2016; Kavulich et al., 2013;

Wang et al., 2013 ), the model simulates apparent m = 1–3 travel-

ing waves in the northern mid/high latitudes from the fall to the

early spring. Moreover, in each panel, the amplitude of the north-

ern mid/high latitude traveling waves near the northern winter

solstice ( L s = 270 °) is generally a local minimum during the fall-

winter-spring period. The one exception is the lower right panel

where, in one particular year, the simulated m = 3 traveling waves

reach a peak amplitude of ∼6 K, whereas in the other 8 years, the
mplitudes of the m = 3 waves are much smaller. This rare occa-

ion suggests that inter-annual variability should be taken into ac-

ount in studies of traveling waves. 

Fig. 2 highlights the fact that conclusions about the relative

trength of the m = 1–3 waves depends on the analysis method.

hat is, when considering the average amplitudes (left column),

he m = 3 waves are generally weaker than the m = 1 and m = 2

aves (broadly across the times and places of significant wave ac-

ivity in all wave modes). However, when considering the max-

mum amplitudes (right column), the m = 3 waves are often

tronger than the m = 1 waves, and are comparable to and some-

imes stronger than the m = 2 waves at similar seasons and lati-

udes. Examining an L s versus latitude plot of the spectral peaks of

he m = 1–3 traveling waves for each model year (not shown), we

nd that the maximum amplitude of the m = 3 waves across the

orthern mid/high latitudes is larger than that of the m = 1 and

 = 2 waves in 3 out of 9 years. 

In Fig. 3 , we analyze the traveling waves in the temperature

eld at η ∼ 0.91 (h ∼ 1 km, left column) and η ∼ 0.047 (h ∼
3 km, right column) in “Simulation A”. The heights of these two

arsWRF η levels are the closest to the two MACDA σ levels used

n Fig. 1 . We use the same analysis method as that used to gen-

rate Fig. 1 . Fig. 3 shows the largest amplitude of the dominant

 = 1, 2 and 3 wave modes within the 1.6 < P ≤ 15 sols wave

eriod range and the 0 °–90 °N latitude range as a function of L s 
or representative years. At η ∼ 0.047, the amplitudes of the m = 1

raveling waves far exceed those of the m = 2 and m = 3 traveling

aves from mid-fall to mid-winter. Near the surface ( η ∼ 0.91), the
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Fig. 3. The maximum amplitude of the northern hemisphere m = 1 (solid line with dot), m = 2 (dotted line with triangle) and m = 3 (dashed line with square) eastward 

traveling waves as a function of L s for four representative years of “Simulation A” (Year a, b, c and d). Results are derived from the temperature field (in K) at η ∼ 0.91 (h ∼
1 km, left column) and η ∼ 0.047 (h ∼ 33 km, right column), respectively. The plotting procedure is the same as that used in Fig. 1. 
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 = 3 traveling waves (P = 2–3 sols) can compete with the m = 1

P = 7.5 sols) and m = 2 (P = 3–4 sols) traveling waves for various

 s periods. For example, there is a wave mode transition that goes

rom an m = 2 to m = 3 to m = 1 to m = 2 during L s 200 °–250 ° in

ear a. 
This wave mode transition can also be seen in eddy kinetic en-

rgy. Fig. 4 shows the domain-averaged eddy kinetic energy of the

ominant wave mode for zonal wavenumber m = 1–3 as a function

f time. At each time step, we calculate the average of the eddy

inetic energy weighted by mass ( 〈 E〉 = 

∫ ∫ 
Ed pd ϕ/ 

∫ ∫ 
d pd ϕ) for the
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domain from ϕ = 0 ° to ϕ = 90 °N and from p ( η = 1) to p ( η = 0.069)

(corresponding to the lowest ∼50 km of the atmosphere). The eddy

kinetic energy E for each wave mode at each latitude ϕ and level η
is calculated using the u and v wind components’ wave amplitudes

that are derived using the same method as that for Fig. 3 . Clearly,

the dominant wave mode changes from an m = 2 to m = 3 to m = 1

to m = 2 during L s = 200 °–250 ° in Year a. 

Due to the differences in dust loading and the differences in

model structure and physics parameterizations between MarsWRF

and MACDA, the MarsWRF results ( Figs. 3 and 4 ) are not expected

to exactly reproduce the MACDA wave mode transitions ( Fig. 1 ).

Nevertheless, the qualitative behaviors of the simulated traveling

waves appear similar in terms of the general wave mode transi-

tions among zonal wavenumbers m = 1–3 near the surface, the cor-

responding wave periods near the surface, and the dominance of

the m = 1 waves at higher altitudes. 

5. Wave structure 

We investigate the wave structure in the temperature ( Fig. 5 )

and geopotential ( φ) fields ( Fig. 6 ) for representative wave modes

of the m = 1, 2 and 3 traveling waves. The eddy fields are extracted

on model η levels and plotted using the height estimated from a

scale height of 10.8 km. For each wave mode, we plot at a time

when the corresponding wave mode dominates the wave spectra

near the surface ( Fig. 3 ). Specifically, we plot the m = 1, P = 6.5 sols

eastward traveling wave at L s = 234.5 ° in Year a, the m = 2, P = 3.0

sols eastward traveling wave at L s = 212.2 ° in Year a, and the m = 3,

P = 2.0 sols eastward traveling wave at L s = 224.9 ° in Year a. To bet-

ter resolve each wave mode, we use a 13-sol analysis window for

the m = 1 wave, a 12-sol window for the m = 2 wave and a 10-sol

window for the m = 3 wave. With these choices, an integer num-

ber of wave periods can fit into each window. The vertical cross

sections (left columns of Figs. 5 and 6 ) are plotted at 52.5 °N which

is at or near the latitude of wave amplitude maximum ( Fig. 2 ). The
orizontal cross sections (middle and right columns of Figs. 5 and

 ) are shown for a representative lower altitude ( η ∼ 0.69, h ∼
 km, middle column) and a representative higher altitude ( η ∼
.047, h ∼ 33 km, right column). The pattern shown in each panel

s at a single instant in time from the model output. It should

e considered to propagate eastward with time at a phase speed

f ∼55 °/sol for the m = 1 wave, 60 °/sol for the m = 2 wave, and

0 °/sol for the m = 3 wave. 

The left column of Fig. 5 shows that the temperature signatures

f the P = 3.0 sols m = 2 and the P = 2.0 sols m = 3 waves are con-

entrated near the surface (within the first scale height or so) and

ecay rapidly with height, though weak signals are still discern-

ble at about 40 km and above. There is a node in the phase line

t about 15 km for the m = 3 wave. Near the surface, the phase

ine of the m = 3 wave in the temperature field tilts eastward with

eight. The reverse happens at higher altitudes. The phase shift

f the m = 3 wave is consistent with the result in Wang et al.

2013) . For the m = 2 wave, the phase of the 3 K contour shifts

estward with respect to the phase of the 9 K contour near the

urface, and the phase of the 1 K contour above ∼ 20 km suggests

n eastward phase tilt with height. The P = 6.5 sols m = 1 wave

hows its maximum amplitude at about 35 km, and a weaker sec-

ndary maximum near the surface. The phase line of the m = 1

ave shifts westward with height below ∼50 km. This wave re-

embles the P = 6.5 sols m = 1 eastward traveling wave simulated

n the GFDL Mars GCM by Wilson et al. (2002) . The contrasting

emperature structure between the m = 1 wave and the other two

aves is in general agreement with the results derived from the

GS TES data ( Banfield et al., 2004 ). 

The middle column of Fig. 5 shows the horizontal temperature

tructures of the waves near the surface ( η ∼ 0.69, h ∼ 4 km). All

hree wave modes show eastward phase shift with increasing lat-

tude. The right column of Fig. 5 shows the horizontal tempera-

ure structures at a higher altitude ( η ∼ 0.047, h ∼ 33 km). Com-

ared with the near surface results, the wave amplitude for the
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Fig. 5. The eddy temperature (in K) distributions for the P = 6.5 sols m = 1 (top), P = 3 sols m = 2 (middle) and P = 2 sols m = 3 (bottom) eastward traveling waves in 

“Simulation A”. The eddy fields are extracted on model η levels and plotted using estimated heights. The left column shows the vertical cross section at 52.5 °N. The other 

two columns show the horizontal cross sections at η ∼ 0.69 (h ∼ 4 km, middle) and η ∼ 0.047 (h ∼ 33 km, right). The m = 1 mode is plotted for L s = 234.5 °, the m = 2 mode 

for L s = 212.2 °, and the m = 3 mode for L s = 224.9 ° (all in Year a). 
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 = 6.5 sols m = 1 wave is apparently larger than those of the

 = 3.0 sols m = 2 and P = 2.0 sols m = 3 waves. At this upper level,

he m = 3 wave still shows an eastward phase shift with increas-

ng latitude in the mid and high latitudes. But the phase line of

he m = 2 wave tilts eastward with increasing latitude north of

60 °N and westward with increasing latitude south of it. The am-

litude of the m = 1 wave maximizes at ∼60 °N and the eddy ap-

ears to have less tilt than nearer the surface. The m = 1 wave at

∼ 0.047 also appears to have a secondary maximum in the low 

atitudes. Although very weak, it suggests an extension of the wave

nto the tropics at higher altitudes ( Wilson et al., 2002; Banfield et

l., 2004 ). Comparing the horizontal structures in Fig. 5 with those

erived at other time steps for the same wave modes, we find that

he upper-level structures are sometimes quite different, but the

ower level structures are generally the same as those in Fig. 5. 

Fig. 6 shows the corresponding wave structures in the geopo-

ential field ( φ) for the three waves shown in Fig. 5 . Although

eopotential and temperature can be related through the hydro-

tatic equation, the patterns in the geopotential field are differ-

nt than those in the temperature field. This is consistent with

arnes et al. (1993) who showed large differences among various

ddy fields simulated by the NASA Ames GCM. The left column of

ig. 6 shows that the eddy geopotential maximum is located at

igher altitudes than the equivalent eddy temperature maximum

n Fig. 5 . This is particularly helpful for the m = 3 wave since its

hallow temperature signature near the surface is challenging to

bserve with high vertical resolution using TES-like instruments

rom space ( Hinson et al., 2004 ). Geopotential and winds derived

rom radio occultation measurements can be used to complement
 t  
emperature observations ( Hinson and Wang, 2010 ). Since not ev-

ry sounding extends down to the surface, there are usually more

lentiful radio occultation data at higher altitudes. When data cov-

rage is sparse near the surface but abundant above, analysis of the

eopotential at higher altitudes could be used to identify the m = 3

raveling wave. For the m = 1 and m = 2 waves, the phase lines

ilt westward with height below the geopotential maximum. For

he m = 3 wave, the phase lines tilt westward with height above

15 km and slightly eastward below that. Westward phase tilt with

eight for geopotential is a signature of baroclinic waves (e.g.,

olton and Hakim, 2013 ). The middle and right columns of Fig.

 show the longitude versus latitude structures of the eddy geopo-

ential at the same η levels as the corresponding columns in Fig. 5 .

or all three waves, the amplitudes maximize within 50 °N–60 °N,

nd the phase lines tilt eastward with increasing latitude around

he amplitude maxima. For the P = 6.5 sols m = 1 wave, there is

n indication that the wave amplitude has a very weak secondary

aximum in the low latitudes, and the corresponding phase line

xhibits little tilt with latitude. Again, the upper-level patterns are

ometimes different at other time steps than those shown in Fig. 6.

. Energy conversion analysis 

.1. Representative wave modes 

Wang et al. (2013) investigated several components of the en-

rgy cycle of band pass filtered transient eddies using the Ulbrich

nd Speth (1991) formulation. They found that, near the surface,

he eastward propagating 1.4 ≤ P ≤ 10 sol m = 3 waves mainly
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Fig. 6. The same as Fig. 5 , but for the eddy geopotential field (in m 

2 /s 2 ). 
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generated their kinetic energy through baroclinic energy conver-

sion from eddy available potential energy, and decayed through the

transfer of eddy kinetic energy to the zonal mean flow. 
In this paper, we investigate selected components of the en-

ergy cycle for the wave modes shown in Fig. 5 using the Hayashi

and Golder (1983) method. Their formulation expresses the energy

equation as the following: 

∂ K n 

∂t 
= 〈 K 0 · K n 〉 + 〈 K m 

· K n 〉 − C n ( α, ω ) −
[
∂ C n ( φ, v ) 

∂y 
+ 

∂ C n ( φ, ω ) 

∂ p 

]

+ [ C n ( u, F u ) + C n ( v , F v ) ] (2)

where, n and m are wave modes (i.e., each wave mode is a

representation of a single wavenumber and a single wave pe-

riod).The subscript 0 denotes the wave modes associated with

zonal wavenumber 0 (which is a zonal mean, but not a time

mean). K n is the eddy kinetic energy of wave mode n . 〈 K 0 · K n 〉
represents the transfer of kinetic energy to wave mode n by the

interaction between the zonal flow and wave mode n . 〈 K m 

· K n 〉
represents the transfer of kinetic energy to wave mode n by the

interactions among all the wave modes represented by m , i.e.,

wave–wave interaction. C n ( x, y ) denotes the co-spectrum between

variable x and variable y . The term −C n ( α, ω ) represents baroclinic

energy conversion from eddy available potential energy to eddy

kinetic energy. The term −[ ∂ C n ( φ, v ) 
∂y 

+ 

∂ C n ( φ,ω ) 
∂ p 

] represents the

effect of geopotential convergence. It contributes strongly to the

local energy budget, but vanishes when integrated globally. The

term [ C n ( u, F u ) + C n ( v , F v ) ] represents dissipation by friction, and

is usually diagnosed from other terms. Errors tend to accumulate

in this term. In addition, as will be defined below, our domain of

interest is mostly above the surface which is a major source of
riction. Therefore, we do not investigate the dissipation term any

urther in this paper. 

To apply Eq. (2) , we interpolate the model output to 15 (un-

venly spaced) pressure levels between 610 Pa and 6 Pa (between

bout 0–50 km above the 610 Pa reference level, at about 2–5 km

ntervals). We first interpolate in the vertical, from the model η
evels to the pre-selected pressure levels, assigning a missing value

o the pressure levels that are below the ground at that location

nd time. For the pressure levels containing missing values, if the

umber of missing grid points is less than 50%, we further interpo-

ate horizontally to fill in the gaps. Many methods can be used to

stimate the space-time spectra ( Hayashi, 1982 ). The Fourier trans-

orm method is used here due to its computational efficiency. As in

he previous section, we use a 13-sol (for the m = 1 wave), 12-sol

for the m = 2 wave) or 10-sol (for the m = 3 wave) window that

ncompasses the instant in time shown in Fig. 5 . Note that the ef-

ects of eddies with wave periods longer than the window lengths

re excluded in this analysis. 

We investigate the latitude versus height distributions of the

aroclinic, barotropic, geopotential convergence and wave-wave in-

eraction terms in the northern hemisphere in Fig. 7 . Different

olumns correspond to the P = 6.5 sols m = 1 (left), P = 3.0 sols

 = 2 (middle) and P = 2.0 sols m = 3 (right) eastward traveling

aves. The heights on the left axis are estimated from the pres-

ures on the right axis, assuming a 10.8 km atmospheric scale

eight and a 610 Pa reference surface at 0 km. The results are de-

ived around the times equivalent to those used for Fig. 5. 

The first row shows the baroclinic term −C n ( α, ω ) . Positive val-

es indicate energy conversion from eddy potential energy (PE, su-

erimposed contours) to eddy kinetic energy (KE) through warm

ir rising/cold air sinking. The eddy PE for the m = 2 and m = 3
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Fig. 7. Latitude versus height cross sections of various eddy energetics components for the P = 6.5 sol m = 1 (left), P = 3 sol m = 2 (middle) and P = 2 sol m = 3 (right) 

eastward traveling waves. Height is estimated from pressure (on the right-hand) using a scale height of 10.8 km and a reference pressure of 610 Pa. The first row shows 

the conversion rates from eddy potential energy to eddy kinetic energy. The second row shows the conversion rates from zonal kinetic energy to eddy kinetic energy. The 

third row shows the geopotential flux convergences. Contours for this term (in 10 −3 m 

2 s −3 ) are over-plotted to better represent the range of values. The fourth row shows 

the conversion rates due to wave-wave interactions. The superimposed contours in the first row show the corresponding eddy potential energy (in m 

2 s −2 ). For m = 1, the 

contours start at 1 m 

2 s −2 and are spaced at 5 m 

2 s −2 . For m = 2 and m = 3, the contours start at 0.5 m 

2 s −2 and are spaced at 2 m 

2 s −2 . The superimposed contours in the 

second row show the corresponding eddy kinetic energy (in m 

2 s −2 ). For m = 1, the contours start at 2 m 

2 s −2 and are spaced at 4 m 

2 s −2 . For m = 2 and m = 3, the contours 

start at 2 m 

2 s −2 and are spaced at 2 m 

2 s −2 . 
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waves maximizes near the surface, but that for the m = 1 wave

maximizes near ∼ 35 km. All three wave modes gain eddy KE

through baroclinic processes near the surface. However, at up-

per levels, there are negative baroclinic conversion regions on the

equatorward side of the positive conversion regions. This is espe-

cially apparent for the m = 1 wave and discernable for the m = 3

wave. In agreement with this result, Wang et al. (2013) also found

a negative baroclinic conversion region at upper levels for the

1.4 ≤ P ≤ 10 sols eastward traveling m = 3 waves in their Fig. 12.

Although the negative region for the m = 2 wave at upper levels is

only slightly negative in Fig. 7 , it can achieve larger negative am-

plitudes at other times (not shown). 

The second row of Fig. 7 shows the 〈 K 0 · K n 〉 term which can be

considered as the barotropic energy conversion between the wave

and zonal flow. Positive values indicate kinetic energy conversion

from the zonal flow to the eddy. The eddy KE (superimposed con-

tours) for the m = 1 wave maximizes above ∼ 45 km and extends

to both the low latitudes and the high latitudes at upper levels.

The eddy KE for the m = 3 wave maximizes at about 10 km. The

contours for the m = 3 eddy KE tilt poleward with height and are

confined within the mid/high latitudes. The pattern of the eddy

KE for the m = 2 wave appears to be a combination of the other

two wave modes. The m = 1 wave apparently switches from pos-

itive to negative 〈 K 0 · K n 〉 conversion rate around 50 °N at upper

levels. It gains kinetic energy from the zonal flow equatorward of

∼50 °N and loses kinetic energy to the zonal flow poleward of it.

The m = 2 and m = 3 waves lose their kinetic energy to the zonal

flow throughout most of the regions where eddy KE is significant,

though there are indications of positive conversion regions equa-

torward of the negative ones at upper levels. The existence of a

positive 〈 K 0 · K n 〉 region is consistent with Barnes et al. (1993)

who found that barotropic energy conversion could be a source of

eddy KE at upper levels in their simulations. Fig. 7 suggests that

barotropic energy conversion is mainly a sink for the waves, but

can be a source in the low to mid latitudes at upper levels, espe-

cially for the m = 1 wave above ∼ 20 km. 

The third row of Fig. 7 shows the geopotential flux convergence.

Positive values act as local sources of eddy KE. Although the global

integral of this term vanishes, it can be a major contributor locally.

Generally speaking, for the m = 1 and m = 2 waves, convergence is

seen at upper levels, divergence is seen near the surface and equa-

torward of the upper level convergence. For the m = 3 wave, near

the surface, this term reduces eddy KE along with the barotropic

term, but above ∼ 5 km, this term supplies eddy KE which is dis-

sipated by barotropic and baroclinic processes. 

The fourth row of Fig. 7 shows the contribution of wave –

wave interaction. This term is generally much smaller than the

other terms, but can be significant sometimes (e.g., at upper lev-

els for the m = 1 wave). The pattern and magnitude of this term

are highly variable with time. This wave – wave interaction could

probably influence the variability of traveling waves and will be

discussed a little further in the next section. 

6.2. Band-pass filtered Eddies 

Kavulich et al. (2013) found large zonal variations in eddy am-

plitudes and energy conversion terms for band-pass filtered eddies

simulated in the GFDL Mars GCM. To examine the spatial distri-

butions of various eddy energetics components in our simulation,

we apply the Sheng and Derome (1991) frequency domain analysis

method for band-pass filtered transient eddies. In this method,

the meteorological fields are decomposed into the time mean flow

(including stationary waves and the time and zonal mean) and

transient eddies. The transient eddies are further decomposed

into a low frequency and a high frequency band (regardless of

zonal wavenumber). As a result, the interaction of each frequency
and with the time mean flow can be studied, and the interaction

etween the two frequency bands can be diagnosed. Sheng and

erome (1991) used the following terms to describe the transfer

f eddy kinetic energy for each frequency band: LK represents

he transfer of kinetic energy from the time-mean flow to tran-

ient eddies (which we call “the barotropic term”), AK represents

he energy conversion from eddy available potential energy to

ddy kinetic energy (which we call “the baroclinic term”), NK

epresents the transfer of kinetic energy due to nonlinear inter-

ctions between the high-frequency and low-frequency transient

ddies (which we call “the nonlinear wave interaction term”), FK

epresents the convergence of transient eddy kinetic energy, FP

epresents the convergence of transient flux of geopotential, and

 represents the dissipation. As in the previous section, we do not

pecifically diagnose D in this paper. 

In Fig. 8 , we decompose the transient eddies into a high-

requency band of P < 1.6 sols and a low-frequency band of 1.6 ≤
 ≤ 15 sols for each 15-sol time window. The three columns corre-

pond to three different 15-sol time windows. The eddy KE for the

igh-frequency band is dominated by thermal tides, and that for

he low-frequency band is dominated by m = 1–3 eastward travel-

ng waves (not shown). We calculate the mass-weighted average of

ach term ( ̄X = ∫ Xd p/ ∫ d p) over the p = 6 Pa–610 Pa range at each

ocation. The AK (top row), LK (middle row), and FP (not shown)

erms are much stronger than the NK (bottom row) and FK (not

hown) terms, and the NK term is usually stronger than the FK

erm. 

In the middle column of Fig. 8 , we focus on a 15-sol time win-

ow when the P = 2 sols m = 3 wave is dominant ( L s = 217.9 °–
27.4 ° in Year a, Fig. 4 ). The eddy KE of the 1.6 ≤ P ≤ 15 sols

ddies shows three local maxima in the northern mid-latitudes,

ear −10 °E, 120 °E and −175 °E, respectively. These locations corre-

pond to the low topography regions of Acidalia, Utopia, and Arca-

ia Planitias. This spatial pattern correlates well with the routes of

ushing dust storms observed in images ( Wang et al., 2013; Wang

nd Richardson, 2015 ). Using the NASA Ames GCM, Hollingsworth

t al. (1996) also found three local eddy KE maxima in these lo-

ations and referred to them as the martian “storm zones”. They

ound that the locations of these storm zones were controlled by

lanetary-scale orography. 

The middle column of Fig. 8 also shows apparent zonal varia-

ions in the energetics terms. Positive/negative values indicate that

ddies are gaining/losing KE. The Acidalia eddy KE center is lo-

ated to the east (downstream) of the strongest AK center where

aroclinic processes convert eddy PE to eddy KE. It is almost co-

ocated with or slightly upstream of the strongest negative LK cen-

er where eddy KE is lost to the time mean flow. The FP term

not shown) exhibits a positive region upstream and a negative

egion downstream of this eddy KE center. The Utopia eddy KE

enter has larger amplitude than the Acidalia KE center. It is also

ownstream of the corresponding AK center and associated with a

ositive-negative dipole pattern in FP . However, it does not seem

o be associated with a local negative LK center. The Arcadia eddy

E center appears to be west (upstream) of the corresponding AK

nd LK extrema and associated with a negative-positive dipole pat-

ern in FP . The non-linear influence of the high-frequency (P < 1.6

ols) eddies on the low-frequency (1.6 ≤ P ≤ 15 sols) eddies ex-

ibits banded spatial patterns near the eddy KE centers. This wave

wave interaction is much weaker than the other terms shown.

onsequently, the 1.6 ≤ P ≤ 15 sols eddies are mainly interact-

ng with the time mean flow through baroclinic and barotropic

rocesses, though non-linear wave-wave interaction is also occur-

ing. This reinforces the inference drawn in Kavulich et al. (2013)

hat the energy exchange between the transient eddies and ther-

al tides was weak compared with the energy exchange between

he transient eddies and the mean flow. 
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Fig. 8. Maps of the mass-weighted average of eddy kinetic energy (white contours, in m 

2 s −2 ) and energy conversion terms (colors, in 10 −3 m 

2 s −3 ) for the 1.6 ≤ P ≤ 15 sols 

transient eddies. The black contours indicate topography. The top row shows the conversion rates from eddy potential energy to eddy kinetic energy ( AK ). The middle row 

shows the conversion rates from time mean kinetic energy to eddy kinetic energy ( LK ). The bottom row shows the transfer of kinetic energy from the P < 1.6 sols eddies to 

the 1.6 ≤ P ≤ 15 sols eddies ( NK ). The left column is for L s = 210.4 °–219.8 °, the middle column is for L s = 217.9 °–227.4 °, and the right column is for L s = 225.5 °–235.1 °, all in 

Year a. 
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In Fig. 8 , we also examine two other 15-sol time windows that

re adjacent to the one discussed above. The time window in the

eft column corresponds to L s = 210.4 °–219.8 ° in Year a. During this

ime period, there is a wave mode transition from m = 2 to m = 3,

ut the m = 2 wave is overall stronger ( Fig. 4 ). We find two lo-

al maxima in eddy KE – one in Acidalia and the other connect-

ng Utopia and Arcadia. The spatial patterns of the energy conver-

ion terms shift accordingly. Again, the nonlinear interaction term

s much smaller than the other two. However, in comparison to the

ottom middle panel, the spatial pattern shows less frequent zonal

ariation, which is probably related to the longer wavelength of

he m = 2 wave. Using the GFDL Mars GCM, Kavulich et al. (2013)

lso found two eddy KE maxima near Acidalia and Utopia in their

imulation which was dominated by an m = 2 traveling wave at the

ime. 

The right column of Fig. 8 is for the time window L s = 225.5 °–
35.1 ° in Year a. During this time period, the m = 3 wave is weak-

ning, the m = 1 wave is strengthening, and the m = 2 wave is first

trengthening then weakening ( Fig. 4 ). The positions of the local

xtrema of the energetics terms are similar to those shown in the

iddle column of Fig. 8 , but the relative strength of the AK, LK

nd eddy KE centers apparently shifts in favor of Arcadia. While

ost flushing dust storms were observed in the Acidalia channel,

ome were observed in the Utopia and Arcadia channels ( Wang

nd Richardson, 2015 ). In particular, an impressive Arcadia flushing

vent was observed during L s = 226 °–230 ° in Mars year 24 ( Wang

nd Richardson, 2015 ). It is interesting that it occurred during a

ime period when the dominant wave mode was changing from an

 = 3 to an m = 2 ( Fig. 1 ). 
In Fig. 9 , we further examine the time period of L s = 225.5 °–
35.1 ° in Year a. Instead of focusing on the interaction between

he thermal tides and traveling waves (bottom right panel of

ig. 8 ), we are now interested in the interactions among the

raveling waves. For this purpose, we alter the band-passes used

or the high and low frequency bands. Specifically, we calculate

he energetics terms using a band-pass of 1.6 ≤ P < 5 sols as the

igh-frequency band and a band-pass of 5 ≤ P ≤ 15 sols as the

ow-frequency band. The high-frequency band is mainly composed

f m = 2 and m = 3 traveling waves. The low-frequency band is

ainly composed of m = 1 traveling waves ( Fig. 4 ). Results for the

igh-frequency band are shown in the left column of Fig. 9 . In

omparison with the right column of Fig. 8 , although the eddy

E, AK and LK conversion rates have smaller amplitudes due to

he narrower wave period range, their patterns largely remain the

ame. However, the nonlinear wave-wave interaction term shows

 completely different pattern. Specifically, the 1.6 ≤ P < 5 sols

ddies (mainly m = 2 and 3) are losing energy to the 5 ≤ P ≤ 15

ols eddies (mainly m = 1) in a meandering mid-latitude band and

re gaining energy in some areas on both sides of the band. This

uggests that the detailed mechanism for the interaction between

he high and low-frequency traveling waves is different than that

etween the traveling waves and thermal tides. 

We also perform the calculation using a band-pass of 1.6 ≤ P

 2.5 sols as the high-frequency band and a band-pass of 2.5 ≤
 ≤ 15 sols as the low-frequency band. The high-frequency band

s dominated by m = 3 traveling waves. The low-frequency band is

omposed of m = 1 and m = 2 traveling waves. Results for the high-

requency band are shown in the right column of Fig. 9 . Compared
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Fig. 9. The same as the right column of Fig. 8 , but results are derived from different frequency band partitions. The left column shows the results for the 1.6 ≤ P < 5 sols 

eddies and their interaction with the 5 ≤ P ≤ 15 sols eddies. The right column shows the results of the 1.6 ≤ P < 2.5 sols eddies and their interaction with the 2.5 ≤ P ≤ 15 

sols eddies. 
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with the left column of Fig. 9 , there are further reductions in the

amplitudes of various terms. The nonlinear interaction term shows

that the 1.6 ≤ P < 2.5 sols eddies (mainly m = 3) are losing energy

to the 2.5 ≤ P ≤ 15 sols eddies north of ∼ 60 ° N. The area with

negative value extends to higher latitudes than that in the lower

left panel of Fig. 9 . Therefore, at these higher latitudes, energy is

being transferred from m = 3 to m = 1 and m = 2 traveling waves,

and at the same time, energy is being transferred from m = 1 to

m = 2 and m = 3 traveling waves. 

In Fig. 10 , we investigate the temporal evolution of various

wave energetics terms for L s = 210 °–240 ° in Year a. During this

time period, the dominant wave mode transition is from an m = 2

to m = 3 to m = 1 ( Fig. 4 ). First, we perform wave energetics anal-

ysis every 3 sols with a 15-sol sliding window using pre-selected

high-frequency and low-frequency bands. Then, we calculate the

mass weighted averages of the AK, LK, NK and eddy KE terms

within the domain of 6 Pa–610 Pa and 0 °–90 °N for the frequency

band of interest for each time window. Finally, we plot their time

series. 
In the left column of Fig. 10 , we use a high-frequency band of

.6 ≤ P < 5 sols (dominated by m = 2 and m = 3 traveling waves)

nd a low-frequency band of 5 ≤ P ≤ 15 sols (dominated by m = 1

raveling waves) in the calculation. The top left panel shows that

he eddy KE generally decreases for the high-frequency band (solid

ine) and increases for the low-frequency band (dotted line). This

s consistent with the evolution of the m = 1–3 traveling waves

hown in Fig. 4 . During L s = 220 °–232 °, the 5 ≤ P ≤ 15 sols ed-

ies rapidly grow. They become stronger than the 1.6 ≤ P < 5 sols

ddies after L s ∼ 230 °. The AK and LK conversion rates for the 1.6 ≤
 < 5 sols eddies are shown in the middle left panel. Their ampli-

udes decrease as the corresponding eddy KE decreases with time.

he non-linear conversion ( NK ) from the 5 ≤ P ≤ 15 sols eddies to

he 1.6 ≤ P < 5 sols eddies is shown by the solid line in the bot-

om left panel. Note that the unit here is an order of magnitude

maller than that for the middle panel. As discussed before, this

erm is much smaller than the AK and LK terms. However, since

he rate of change of eddy KE is also on the order of 10 −5 m 

2 s −3 

not shown), the NK term is non-negligible. This panel shows that
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Fig. 10. Time series of eddy KE (top row), energy conversion rates between the transient eddies and the time mean flow ( AK and LK , middle row), and nonlinear wave-wave 

interaction ( NK , bottom row) during L s = 210 °–240 ° in Year a. The top left panel shows the eddy KE for the P < 1.6 sols (dashed line), 1.6 ≤ P < 5 sols (solid line), and 5 ≤ P 

≤ 15 sols (dotted line) eddies. The top right panel shows the eddy KE for the 1.6 ≤ P < 2.5 sols (solid) and 2.5 ≤ P ≤ 15 sols (dotted) eddies. The middle left panel shows 

the AK and LK for the 1.6 ≤ P < 5 sols eddies, and the middle right panel shows those for the 1.6 ≤ P < 2.5 sols eddies. The bottom left panel shows the energy conversion 

rate from the 5 ≤ P ≤ 15 sols eddies to the 1.6 ≤ P < 5 sols eddies (solid line), as well as the energy conversion rate from the P < 1.6 sols eddies to the 1.6 ≤ P < 5 sols 

eddies (dashed line). The bottom right panel shows the energy conversion rate from the 2.5 ≤ P ≤ 15 sols eddies to the 1.6 ≤ P < 2.5 sols eddies. 
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he 1.6 ≤ P < 5 sols eddies are losing energy to the 5 ≤ P ≤ 15

ols eddies during L s = 220 °–240 ° when the low-frequency eddies

re active. In particular, the magnitude of NK maximizes during the

 s = 225 °–232 ° period which bridges the period dominated by an

 = 3 wave and the period dominated by an m = 1 wave ( Fig. 4 ). 

To examine the interaction between the 1.6 ≤ P < 5 sols eddies

dominated by m = 2 and m = 3 traveling waves) and the P < 1.6

ols eddies (dominated by thermal tides) during L s = 210 °–240 ° in

ear a, we perform calculations using these frequency bands. The

ddy KE of the P < 1.6 sols eddies monotonically decreases (dashed

ine in the top left panel). The 1.6 ≤ P < 5 sols eddies lose kinetic

nergy to the P < 1.6 sols eddies during two episodes (dashed line

n the bottom left panel). One episode is during L s = 225 °–235 °
hen eddies are changing from 1.6 ≤ P < 5 sols to 5 ≤ P ≤ 15

ols (top left panel). The nonlinear conversion rate is about 1/3 of

hat represented by the solid line in the same panel. The other

pisode is during L s = 210 °–220 ° when the dominant wave mode

s changing from an m = 2 to an m = 3 traveling wave ( Fig. 4 ). This

ime, the amplitude of the conversion rate is larger than that rep-

esented by the solid line. 

In the right column of Fig. 10 , we perform an analysis using

 high-frequency band of 1.6 ≤ P < 2.5 sols (dominated by m = 3

raveling waves) and a low-frequency band of 2.5 ≤ P ≤ 15 sols

dominated by m = 1 and m = 2 traveling waves). The eddy KE of

he 1.6 ≤ P < 2.5 sols eddies maximizes when that of the 2.5 ≤
 ≤ 15 sols minimizes (top right panel). The interactions of the

.6 ≤ P < 2.5 sols eddies with the time mean flow ( AK and LK )

re shown in the middle right panel. Their magnitudes correlate

ith the corresponding eddy KE. The nonlinear interaction term is

hown in the bottom right panel. After L s ∼ 217 °, the 1.6 ≤ P < 2.5
ols eddies are transferring energy to the 2.5 ≤ P ≤ 15 sols eddies.

ince the magnitudes are comparable to the solid line in the bot-

om left panel, the m = 3 waves can be inferred to play an impor-

ant role in the nonlinear interactions among the traveling waves

uring this time period. Before L s ∼ 217 °, the NK conversion rate

s slightly positive, but its magnitude is significantly smaller than

hat represented by the dashed line in the lower left panel. For

his specific time period, Fig. 10 and other diagnoses (not shown)

ndicate that the non-linear interactions among the m = 1, 2, and

 traveling waves are generally weaker than the non-linear inter-

ctions between the thermal tides and traveling waves. Therefore,

ur case study period ( L s = 210 °–240 °) exhibits two general types

f non-linear interactions. The early part of this period ( L s = 210 °–
17 °) is mostly the interaction between the thermal tides and trav-

ling waves and the later part ( L s = 217 °–240 °) is mainly the inter-

ction among the traveling waves. 

. Summary 

Traveling waves with zonal wave number 1–3 are prominent

n the martian atmosphere. The m = 3 traveling waves are closely

inked to the martian dust cycle through frontal/flushing dust

torms. In this paper, we investigate the variability of traveling

aves simulated in the MarsWRF GCM, with a focus on wave mode

ransitions to and from the m = 3 traveling waves. In this context,

e analyze the structure and energetics of the major m = 1–3 wave

odes involved in the transitions. 

Our MarsWRF simulation uses a simple, annually repeatable

ust scenario. This scenario has an enhancement of dust at the

orth polar cap edge relative to the Mars Climate Database “MGS
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dust scenario”. It allows us to investigate the intrinsic variability

due to the dynamics simulated by the model without the compli-

cation of inter-annual dust variability. The simulation reasonably

reproduces the general characteristics of the observed traveling

waves, including the major wave modes, the thermal signatures,

the dominance of the m = 1 waves at high altitudes, the winter

solstice hiatus of traveling waves near the surface, and the wave

mode transitions. 

We have examined the structures of representative wave modes

for zonal wavenumbers m = 1–3 in the eddy temperature and

geopotential fields. The temperature signatures of the m = 3 trav-

eling waves are strongly confined near the surface, and that for

the m = 1 wave maximizes at around 35 km. These are largely con-

sistent with the results derived from the MGS TES observations.

The eddy geopotential maxima are generally located at higher al-

titudes than the corresponding temperature maxima for all three

wave modes. This property could probably be exploited for future

instruments to better observe the m = 3 waves. 

We find that individual wave modes exhibit both baroclinic

and barotropic characteristics. This is consistent with Barnes et

al. (1993) who found that the ensemble of transient eddies in

their model had a mixed baroclinic-barotropic nature. There is a

large contrast in eddy energetics between the lower ( < ∼20 km)

and higher altitudes ( ∼20–50 km) for these wave modes. Near the

surface, eddy kinetic energy is supplied by baroclinic conversion

from eddy available potential energy (which is generated through

conversion from zonal available potential energy) and it is released

by barotropic conversion to the zonal flow. At higher altitudes,

there is a clear distinction between the lower and higher latitudes

( Fig. 7 ). The higher latitudes are characterized by baroclinic growth

and barotropic decay, while the lower latitudes exhibit negative

baroclinic and positive barotropic conversion. This indicates that

a barotropic energy source is important for the equatorward ex-

tension of transient eddies at higher altitudes. Results also suggest

that wave-wave interactions are sometimes non-negligible, espe-

cially for high altitudes. There are apparent differences in eddy

energetics between the m = 3 and m = 1 waves. The strongest

baroclinic and barotropic energy conversions for the m = 3 wave

mode are located below 20 km, while those for the m = 1 wave

mode are above 20 km. 

We have also performed wave energetics analysis for band-pass

filtered transient eddies using a method that can diagnose nonlin-

ear wave interactions. We have investigated a time period when

the simulated wave modes show a transition from an m = 2 to

m = 3 to m = 1 dominant wave mode. Apparent zonal variations

are found in the eddy kinetic energy and energy conversion

terms. In particular, when a P = 2 sols m = 3 eastward traveling

wave is active, the eddy kinetic energy exhibits three maxima

located near Acidalia, Utopia and Arcadia, respectively. These

regions correlate well with the locations of frontal/flushing dust

storms which are often involved in the development of major dust

storms. The extrema of the energy fluxes are slightly offset from

or co-located with the centers of eddy kinetic energy. Nonlinear

wave-wave interactions are much weaker than the interactions

between transient eddies and the time mean flow. However,

their domain averages are often of the same order of magnitude

as the rate of change of domain-averaged eddy kinetic energy.

Furthermore, significant wave-wave interactions appear to be

associated with wave mode transitions. These interactions are

either between low-frequency and high-frequency traveling waves

or between traveling waves and thermal tides. The two types of

nonlinear interactions differ in spatial patterns, and their relative

importance also varies with specific transitions. This indicates

that, for a simulation with diurnally averaged solar forcing, wave

mode transitions will probably occur less frequently as the non-

linear interactions involving thermal tides are removed. Indeed,
ollins et al. (1995) found that simulations with diurnally averaged

nsolation developed highly regular transient eddies, while those

ith a diurnal cycle led to more irregular transient eddies that

poradically changed the dominant wave mode. 
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